MATHEMATICS

Matrices & Determinant

1. Definition :
Any rectangular arrangement of numbers (real or complex) (or of real valued or complex valued
expressions) is called a matrix. If a matrix has m rows and n columns then the order of matrix is written
as m x n and we call it as order m by n
The general m x n matrix is
fa,, a, a5 ... a; ... a, |
8y, 8y Ay e a; .. a,,
ai1 a\Z a|3 """ au """ am
A= (8 8na By e By e A
where a;j denote the element of in row & jm column. The above matrix is usually denoted as [a&ij]mxn .
Notes :
0) The elements au, az, ass,........ are called as diagonal elements. Their sum is called as trace
of A denoted as tr(A)
(ii) Capital letters of English alphabets are used to denote  matrices.
(i) Order of a matrix : If a matrix has m rows and n columns, then we say that its order is "m by n",
written as "m x n".
2. Type of matrices:
0] Row matrix :
A matrix having only one row is called as row matrix (or row vector).General form of row matrix
is A = [a11, a12, a13, ...., ain]
This is a matrix of order "1 x n" (or a row matrix of order n)
(i) Column matrix :
A matrix having only one column is called as column matrix (or column vector).
a11
a21
Column matrix is in the form A=L3mJ This is a matrix of order "m x 1"
(or a column matrix of order m)
(iii) Square matrix :
A matrix in which number of rows & columns are equal is called a square matrix. The general
form of a square matrix is
Ay A e a,,
8, By e a,,
A=L8n B e @ Jwhich we denote as A = [ai]n
This is a matrix of order "n x n" (or a square matrix of order n)
(iv) Zero matrix :
A = [aijjm xn is called a zero matrix, ifaj=0Vi&]j.
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(v)

(vi)

(vii)

(viii)

(ix)

()

o o O
o O O
o o O

[0 0 0}
e.g.: () 000

Upper triangular matrix :
A = [aijJm x n is said to be upper triangular, if aij = 0 for all i > j (i.e., all the elements below the
diagonal elements are zero).
abcd
0 x vy z
eg () LO O UV (ii
Lower triangular matrix :
A = [ai]m x n is said to be a lower triangular matrix, if aj = 0 for all i <]j. (i.e., all the elements
above the diagonal elements are zero.)
a 0o0
b c 0

Xy z

(ii)

o o W

b
X
0

N < O

xX T Q

0 0O
c 00
. . z 0
e.g.: (i) (ii) y
Diagonal matrix :

A square matrix [aij]n is said to be a diagonal matrix if aij = O for all i #j. (i.e., all the elements of
the square matrix other than diagonal elements are zero)

Note : Diagonal matrix of order n is denoted as Diag (a1, az2, ...... ann).

a 000

o O o

0 0
b 0
. 0 c ..
e.g.: (i) (i)
Scalar matrix :

Scalar matrix is a diagonal matrix in which all the diagonal elements are same. A = [aijn is a
scalar matrix, if (i) aj = 0 for all i # j and (ii) aj = k fori = .

a 0
[a 0} 0 a
e () 0 a iyL? ©

Unit matrix (identity matrix) :
Unit matrix is a diagonal matrix in which all the diagonal elements are unity. Unit matrix of
order 'n" is denoted by In (or I).

o O O

b 00
0 0O
0 0 c

Q O O

ie. A =[aij]n is a unit matrix when aj=0 forall i # j & ai = 1
100
{1 0} 0 10
eg. I = 0 1 1 0 0 1

Equality of matrices :
Two matrices A and B are said to be equal if they are comparable and all the corresponding
elements are equal.
Let A =[aij] mxn & B = [bij]p x q
A=B Iff
0) m=p, n=q
(i) aj=hijVvié&j.
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_sin9 s ]
V2 LI
L coso V2
J2 cosB cosH
cos0 tan0 cos® -1
Example#1: LetA= L 4 &B= Find 6 so that A = B.
Solution : By definition A & B are equal if they have the same order and all the corresponding elements
1 1

are equal. Thus we have sin 6 = V2 , C0sB = — V2 &tanB=-1
T
=8=02n+1) -4 .

Multiplication of matrix by scalar :
Let A be a scalar (real or complex number) & A = [ai]jm xn be a matrix. Thus the product AA is defined as
AA = [bijlm x n where bij = Aaij V i & j.

2 -1 3 5 -6 3 -9 -15
0 2 1 -3 0O 6 -3 9
e.g. A= 00 -1 -2 & —-3A=(-3)A= 0 0 3 6

Note : If Ais a scalar matrix, then A = Al, where A is a diagonal entry of A

Addition of matrices:

Let A and B be two matrices of same order (i.e. comparable matrices). Then A + B is defined to be.
A+ B =Jajmxn+ [bij]mxn.
= [cijjmxnwhere cij=aij+ bijVi&]j.

1 -1 -1 2 0 1
2 3 -2 -3 0 0
eg.: A= 10 , B= 5 7 ,A+B= 6 7

Subtraction of matrices:
Let A & B be two matrices of same order. Then A — B is defined as A + (— B) where - B is (- 1) B.

Properties of addition & scalar multiplication :

Consider all matrices of order m x n, whose elements are from a set F (F denote Q, R or C).
Let Mm x n (F) denote the set of all such matrices.

Then

0] AEMmxn(F) &B &€ Mmxn (F) = A+ B € Mmxn(F)

(i) A+B=B+A

(iii) (A+B)+C=A+(B+C)

(iv) O = [0]m x n is the additive identity.

(v) For every A € Mm x n(F), — A is the additive inverse.
(vi) AA+B)=ANA+AB
(vii) AA = AA

(vii) A1+ A2) A=A+ N2A
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Note :

Multiplication of matrices:

Let A and B be two matrices such that the number of columns of A is same as number of rows
ofB.i.e., A= [aij]m xp & B= [bij]px n.
P
aikbkj
Then AB = [ciJm x n where cij = =' , which is the dot product of ith row vector of A and |t
column vector of B.

0111
{ 12 3 } 0010 [ 3 4 9 1 }
e.g.A:231,B:1120,AB:1372
() The product AB is defined iff the number of columns of A is equal to the number of rows of B. A
is called as premultiplier & B is called as post multiplier. AB is defined = BA is defined.

(i) In general AB # BA, even when both the products are defined.
(ii) A (BC) = (AB) C, whenever it is defined.

Properties of matrix multiplication :

Consider all square matrices of order 'n'. Let Mn (F) denote the set of all square matrices of order n.
(where Fis Q, R or C). Then

(i) A, B € Mn (F) > AB € Mn (F)

(i) In general AB # BA
(iii) (AB) C = A(BC)
(iv) In, the identity matrix of order n, is the multiplicative identity.
Aln=A=InA VAEeMn(F)
(v) For every non singular matrix A (i.e., |A| # 0) of Mn (F) there exist a unique (particular) matrix

B € Mn (F) so that AB = In = BA. In this case we say that A & B are multiplicative inverse of one
another. In notations, we write B = A-1 or A = B-1.

(vi) If A is a scalar (AA) B = A(AB) = A(AB).

(vii) A(B+C)=AB + AC VA B, CeMn(F)

(viii) (A+B)C=AC+BC VA,B,CEe€Mn(F).

Note : (a) Let A = [ai]m xn. Then Aln = A & Im A = A, where In & Im are identity matrices of order

n & m respectively.

(b) For a square matrix A, A2 denotes AA, Az denotes AAA etc.

Example #2: f(X) is a quadratic expression such that

2

a~ a 1| f(0) 2a+1
b> b 1[| (1) 2b +1

2
1 -
c ¢ =1 = 2c+1 for three unequal numbers a, b, c. Find f(x).

Solution : The given matrix equation implies

[a%f(0)+af(1) + f(=1) 2a+1
b2f(0)+ bf (1) + f(~1) 2b +1
c*f(0)+cf(1)+f(-1) | _ | 2c+1

=> x2 f(0) + xf(2) + f(-1) = 2x + 1 for three unequal numbers a, b,c ..... 0]
= (i) is an identity
= f0)=0,f1)=2&f(-1)=1
f(x) = x (ax + b)
2=a+b&-1=—a+h.
1 3
= b=2andaa=2
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3 1
= fX)=2 x2+ 2 x.

Self practice problems :

cosO -sind

Q) If A(B) = L.ine COSB} verify that A(a) A(B) = A(a + B). Hence show that in this case
A(@).  AB) =AB) - Aa).

4 6 -1 2 4
3 0 2 0 1
(2) Leta= LT 2 9 , B= 12 andC=[3 1 2].

Then which of the products ABC, ACB, BAC, BCA, CAB, CBA are defined. Calculate the
product whichever is defined.

Ans. (2) Only CAB is defined. CAB =[25 100]
9. Transpose of a matrix :
Let A =[aijjm x n. Then the transpose of A is denoted by A'( or AT) and is defined as
A' = [bijnxm where bij=aji Vi&]j.
i.e. A' is obtained by rewriting all the rows of A as columns (or by rewriting all the columns of A as rows).
1 a x
12 3 4 2 by
abec d 3 c z
e.g.:A:XyZW,A':4dW
Results : () For any matrix A = [aijjmxn, (A")' = A
(i) Let A be a scalar & A be a matrix. Then (AA)' = AA'
(iii) (A+B) =A"+B'&(A—-B)' = A'-B' for two comparable matrices A and B.
(iv) (At A2z ...+t An)'=A"+ A2+ ..... + An', where Ai are comparable.
(v) Let A = [aijmxp & B = [bijlpxn , then (AB)' = B'A'
(vi) (A1 A2 ....... An)' = An'. An-1'........... A2' . A1', provided the product is defined.
10. Symmetric & skew-symmetric matrix :
A square matrix A is said to be symmetric if A' = A
ie. Let A = [ai]n. A is symmetric iff aj = aji V i & j.
A square matrix A is said to be skew-symmetric if A' = — A
i.e. Let A = [aij]n. A is skew-symmetric iff aij=—aji Vi & j.
a h g
h b f
e.g. A= L9 fe is a symmetric matrix.
[0 x vy
-x 0 z
B=LY 2 0lisa skew-symmetric matrix.
Notes : (i) In a skew-symmetric matrix all the diagonal elements are zero.
(i) For any square matrix A, A + A" is symmetric & A — A' is skew-symmetric.
(iii) Every square matrix can be uniquely expressed as a sum of two square matrices of
which one is symmetric and the other is skew-symmetric.
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1 1
A=B+C,whereB= 2 (A+A)&C= 2 (A-A).

Example #3: Show that BAB' is symmetric or skew-symmetric according as A is symmetric or

skew-symmetric (where B is any square matrix whose order is same as that of A).

Solution : Case -1 A is symmetric > A=A
(BAB")' = (B")'A'B' = BAB' = BAB' is symmetric.
Case -11 A is skew-symmetric > A=—A
(BAB")' = (B)A'B'=B (- A) B'=— (BAB")
=> BAB' is skew-symmetric

Self practice problems :

11.

12.

13.

3) For any square matrix A, show that A'A & AA' are symmetric matrices.

4) If A & B are symmetric matrices of same order, then show that AB + BA is symmetric and AB —
BA is skew-symmetric.

Submatrix:

Let A be a given matrix. The matrix obtained by deleting some rows or columns of A is called as
submatrix of A.

a b c d ac a b c
Xy z w xz{abd}xyz
Par slylprllpas/lpar

eg. A= are all submatrices of ‘A’

Determinant of a square matrix :

Let A = [a]ix1 be a 1x1 matrix. Determinant A is defined as |A| = a.
e.g. A =[-3]ix1 [A|]=-3

A = { CJ A _

Let c , then |A|] is defined as ad — bc.
[5 3}

eg. A= 14 , |Al =23

Minors & Cofactors:

Let A be a determinant. Then minor of element ajj, denoted by Mi, is defined as the determinant of the

submatrix obtained by deleting ith row & jth column of A. Cofactor of element aij, denoted by Cij, is defined
as Cij = (— 1)i+j Mi.

a b‘
eg.1 A= c d
Mi1=d=Cu

Mi2=c¢c,Ci2=-c¢
M21=b,C21=-b
M22 =a =C22
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14.

15.

16.

abc
pqr ’q r
eg.2 A= Xy z Mu=1Y 2 =(qz —yr =Cu1.
a b‘
M23 = y =ay —bx, C2z3=—(ay —bx) =bx —ay etc.

Determinant of any order :

Let A = [aij]n be a square matrix (n > 1). Determinant of A is defined as the sum of products of elements
of any one row (or any one column) with corresponding cofactors.

A1 8 Ay
8y 8y A8y

a31 aSZ a33

egl A=
|A] = a11C11 + a12 C12 + a13Ca3 (using first row).
a22 323 az1 323 a21 aZQ
= a1l a32 a33 — a1z 331 333 + ai13 a31 a32
|A] = a12 C12 + a22 C22 + a32C32 (using second column)
Ay Ay Q. Ay A1 3y
=—a12 a31 833 + a2 a31 333 —as2 a21 aZ3

Transpose of a determinant:
The transpose of a determinant is the determinant of transpose of the corresponding matrix.

a, b, c a, a, a,
a, b, ¢, = D' = b, b, b,
D= 3, b3 Cs C; Cp G
Properties of determinant:
0] |A] = |A'| for any square matrix A.
ie. the value of a determinant remains unaltered, if the rows & columns are inter changed,
a, b, c a, a, a,
a, b, ¢,/ = |b, b, by
ie. D= |8 by ¢, Ci G G _py
(ii) If any two rows (or columns) of a determinant be interchanged, the value of determinant is
changed in sign only.
a, b, c a, b, ¢,
a, b, ¢, a, b, ¢
eg. LetDi= 3 B3 Calgp, 18 B Gl onp, - p
(iii) Let A be a scalar. Than A |A| is obtained by multiplying any one row (or any one column) of |A|
by A
a, b, c Ka, Kb, Kc,
a2 b2 C2 aZ b2 CZ
D= 13 by ¢, and E= 13 P3G E =KD
(iv) [AA| = An |Al, when A = [aij]n.
(V) A skew-symmetric matrix of odd order has deteminant value zero.
(vi) If a determinant has all the elements zero in any row or column, then its value is zero,
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(Vi)

(viii)

(ix)

)

Example # 4 :
Solution :

Example #5:

Solution :

ie. D= P G| _g

If a determinant has any two rows (or columns) identical (or proportional), then its value
is zero,

a, b, c
a, b, ¢
. a, b, c
ie. b=1" 73 73 =Q.

If each element of any row (or column) can be expressed as a sum of two terms then the
determinant can be expressed as the sum of two determinants, i.e.

a,+x b,+y c,+z a, b, c X y z
a, b, c, = la, b, ¢c,] + |a, b, ¢,
aG b3 C3 a3 b3 CB a3 b3 CS

The value of a determinant is not altered by adding to the elements of any row (or column) a
constant multiple of the corresponding elements of any other row (or column),

a, b, ¢ a, + ma, b, + mb, ¢, + mg,
a, b, c, a, b, G,
a, b, ¢, a, + na, b, + nb, c¢; + nc,

ie. Di= and D:= .Then D2=D:

Let A = J[aijn. The sum of the products of elements of any row with corresponding
cofactors of any other row is zero. (Similarly the sum of the products of elements of
any column with corresponding cofactors of any other column is zero).

a-b-c 2a 2a
2b b-c-a 2b
Solve this 2c 2c c-a-b
Let Ci1-Ci=-C2 & C2- C2-Cs
—(a+b+c) 0 2a
(a+b+c) —(a+b+c) 2b
0 at+b+c c—a-b
=
Taking (a + b + ¢) common from C1 and Cz2
-1 0 2a
17 -1 2b
D=(a+b+cp | 0 T €7ah
Now R3 — R1+R2+Rs
-1 0 2a
1 -1 2b
D=(a+h+cr | 0 O @*PHC 5 aihicy (a+b+c) = (a+b+0)s
a b c
a? b? ¢?
simplify bc ca ab
a2 bZ CZ a2 b2 2
3 3 3 3 3 3
1 a b c abe | @ b
, . ) e | @b b b
Given detereminant is equal to = abc | @PC @PC ABC| _ apc T

Apply C1 - Ci—Cz, C2 - Co—-Cs
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| o 0o 1
a+b b+c c?
a?+ab+b? bZ+bc+c? ¢
=(a-b)(b-c) 0 0 1

(a—Db) (b —c)[abz + abc + acz + bs + b2c + bc2 — azb — azc — ab2 — abc — bs — b2c]
=(a—-b)(b—c)[c(ab + bc +ca)—a(ab +bc +ca)]=(a—b) (b-c) (c—a) (ab + bc + ca)

17. Factor Theorem:

Use of factor theorem to find the value of determinant. If by putting x = a the value of a determinant
vanishes then (x—a) is a factor of the determinant.

a b ¢
a’ b* ¢
. bc ca ab| _ .
Example # 6 : Prove that =(a—b)(b-c)(c—a)(ab + bc + ca) by using factor theorem.
a b c
a> b* ¢’
Solution : Leta=b = D= bc ac ab =0

Hence (a — b) is a factor of determinant

Similarly, let b=c,D=0 c=a,D=0
Hence, (a—b) (b —c¢) (c — a) is factor of determinant. But the given determinant is of fifthorder
SO
a b c
a® b* ¢
bc ca ab | _ by (b—c)(c—a)fA (@ + be + o) + i (ab + be + ca)}
Since this is an identity so in order to find the values of A and . Let

a=0,b=1,c=-1-2=(2) 2A—p)

e -w=-1. 0]
Leta=1,b=2,c=0
120
140
002 =(-1)2(-1)(BA+2u)=> BA+2u=2 ... (i)
from (i) and (i) A=0andp=1
a b c
a® b* ¢*
Hence bc ca ab =(a-b)(b-c)(c—a)(ab + bc + ca).

Self practice problems :
0 b-a c-a
a-b 0 «c-b

(5) Find the value of A=/ 27 P—¢ 0

9|

L 4



MATHEMATICS Matrices & Determinant

(6)

(7)

(8)

Ans.

b’—ab b-c bc-ac
ab—a®? a-b b?*-ab
bc-ac c-a ab-a?

Simplify

a-b-c 2a 2a

2b b-c-a 2b

Prove that | C 2c c-a-p _ (a+b+c)s.

1 a bc

1 b ca

1 ¢c ab| _ .
Show that = (a—-Db) (b —c) (c —a) by using factor theorem .
5) 0 (6) 0

18. Multiplication of two determinants :

If A and

a, b,
a, b,
a; by

B are two square matrices of same order, then |[AB| = |A| |B].

y & m|  la 8 +b®, am +bm,

£, m, a, ¥, +b, ¥, a,m,+b,m,
c, 2, m, n| |ad +bd,+ck, am +bm,+cm, an, +bn,+cn,
c, &, m, n,| |a,% +b,?, +c,?, a,m +b,m,+c,m, a,n +b,n,+c,n,
Csl & my ng|_jad +by8, +cly, agm, +bym, +e;my agn, +bsn, +cyn,

Note : As |A| = |A'|, we have |A] |B| = |AB'| (row - row method)

|A] |B| = |A'B] (column - column method)
|A] |B| = JA'B'| (column - row method)

‘ 1 2 3 0 1 8 ‘
Example # 7 : Find the value of 131 41 ang prove that it is equal to -6 12
‘1 2 3 0‘ ’ 1x3-2x1 1x0+2x4 ’ ‘1 8 ‘
Solution -1 3|, |1 4 -1%x3+3x(-1) -1x0+3x4|_ |-6 12 - 60
a1)(1 +b1y1 a1)(2 + b1}/2 a1x3 + b1y3
aX, +byy;  ax, +byy, ax; +b,y,
Example #8: Prove that X +b3Yy 83X, +haY, 83Xy +B3Ys| _ 0
Solution : Given determinant can be splitted into product of two determinants
ax;+by; ax; +by, ax;+by, a; b, ¢ Xp Xy X3
a X, +byy;  aX, +hyy, aX; +b,y; a, b, c, Yi Y2 VY3
i o, 185X +hyy; @3Xp +byy, aXg+byys| _fag by ¢ |0 0 O _ 0
(81 _b1 )2 (31 - bz )2 (31 - b3 )2
(62 _b1)2 (82 _bz )2 (az _bs )2
-b, ) -b,)? -b,y
Example #9 : Prove that (@ =b,)" (8 ~b.)" (3, -b,)
= 2(a1 - az) (az - a3) (a3 - a1) (b1 - bz) (bz - b3) (b3 - bl).
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(,-b? (a,-b,} (a —b,) a’+b’-2ab, a’+b,’-2ab, a’+b,’-2ab,

(@, b,y (a,-b,)* (a,-b,) a,” +b” -2ab, a,” +b," ~2ab, a,” +b," -2a,b,
Solution (@, -b,)* (a,-b,f (a;—b,) _ 332 + b12 —2a3b, 332 "'bzz —2asb, 332 + baz —2a;b,
a’ 1 -2a, 11 1
a,’ 1 -2a, b’ b, b,’
a,> 1 -2a, b, b, b,
= X
1 a’ a, 1 b’ b,
1 a22 a2 1 22 2
2 2
1 a,” a, 1 by" b,
=2 X =2(a1 — a2) (az — as) (as — aw) (b1 — b2) (b2 — bs) (bs — ba)
Note : The above problem can also be solved using factor theorem method.

Self practice problems :

2bc —a? c? b?
c? 2ca-b? a’
b2 a? 2ab —¢?

(9) Find the value of A

1 cos(B-A) cos(C-A)
cos(A-B) 1 cos(C-B)
(10)  If A, B, C are real numbers then find the value of A = cos(A-C) cos(B-C) 1

Ans. (9) (3abc — as — bz — c3)2 (120) 0

19. Summation of determinants:
f(r) ga(r) h(r)
a, a, a,
_| by b, by i
Let A(r) = where ai, az, as, bs, b2, bs are constants indepedent of r, then
2.fr) 2ar) Xoh(r)
r=1 r=1 r=1
a1 aZ aS
n b b b
ZA(r) 1 2 3
r=1 =
Here the functions of r can be the elements of only one row or column. None of the elements other than
that row or column should be dependent on r. If more than one column or row have elements dependent
on r then first expand the determinant and then find the summation.
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Example # 10 : Evaluate

n

r=1

X y
n n2 2n _1 2n+1 _ 2
D,
Solution : r=1 =
n 2n-1 2-2
X cos’0 y
n 2"—-1 2™ _2
= = O
n-2 C,—_z n-2 Cr_1 n-2 Cr
3 1 1
Example #11: Dr = 2 1 0 evaluate
n-2 Cr,2 n-2 Cr,1 n-2 Cr
zn: b 3 1 1
Solution : =2 = 2 1 0
"2Co+ "PCi+...+ "?C.,
3
_ 2
2n—2 2ﬂ72 _ 1 2n—2 _1 -n
3 1 1
2 1 0

n

r=1

D(2r-

2r-1 "C

2[

X  cos’0 y

n? 2

_ 1 2n+1 _

n 210 21 >

cos?0

Ci-Ci-2xC2
2n—2 . 2n—1 + 2 2n—2 71

2

Example #12: If A= r+1

Solution :

r
-1

22 1

1 1
1 0
0
34r n A
-2 , find 1

On expansion of determinant, we get

2

—-n

> A

M-

n

D

r=2

n

r

Di=(r-1)(3-nN+7+r2+4r=8r+4= "1

Self Practice Problem

&—

cos’0
2" 1

72y 22 _q_np

1

=4n(n +2)

(2r-1) i”c, 22’
r=1 r=1

y
2n+1 _ 2

1

=2n-1—N-3
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r-1 x 6
"D (r=1° y 4n-2
r _ 3 2 _
(11) Evaluate '  where D: = (r=1) z 3n°-3n

Ans. (11) O

20. Differentiation of determinant:
fi(x) f,(x) fi(x)
Gi(X) Gx(X) Gs(x)
Lot agq = M) ha(x) hs(x)
fi(x) f(x) f(x) f(x) f.(x) f,(x)]  [fi(x) H(x) f(x)
Gi(X) 92(X) Ga(x) gi(x) ga(x) ga(x)  |G(X) Gx(X) gs(x)
then o = M) 100 hs0a]  Ihi(x) hyx) hs(] L G0 hx) - hy(x)
Note : We can differentiate a determinant columnwise also.
3 2 1
6x* 2x® x*
Example # 13 : If f(x) = 1 a a , then find the value of f"'(a).
3 2 1
12x 6x* 4x°
Solution : pg=1 1 @ @
3 2 1 3 2 1
12 12x 12x? 1 a a?
T L o pr@=12lt 22 o

Example # 14 : Let a be a repeated root of quadratic equation f(x) = 0 and A(x), B(x) and C(x) be polynomial

A(x) B(x) C(x)
Ala) Bla) Cla)
A'(a) B'(a) Cl(a)

of degree 3, 4 and 5 respectively, then show that
A(x) B(x) C(x)
Ala) B(a) Cla)
A(a) B(a) Cla)

, divisible by f(x).

Solution : Let ag(x) =
A'(x) B'(x) C(x)
A(a) B(a) C(a)
N g'(x) = Afa) Ba) Cla)
Since g(a)=g'(a)=0
= g(x) = (x — a)2 h(x) i.e. a is the repeated root of g(x) and h(x) is any polynomial

expression of degree 3. Also f(x) = 0 have repeated root a. So g(x) is divisible by f(x).
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Example # 15 :

Solution :

Example # 16 :

Solution :

Prove that F depends only on x1, X2 and xs

Self practice problem :

(12)

1 1 1
X, +a, X, +a, X, +a,
F- X +bx,+b, xZ+bx,+b, xZ+bx, +b,
and simplify F.
0 0 0
dF X, +a, X, + 8, X, + @,
da, _ | X{+bx,+b, Xx;+bxX,+b, x3+bx;+b,
1 1 1 1 1 1
1 1 1 X, +a, X,+a, X;+3a,
N X2 +bx, +b, x2+bx,+b, X +bx,+b, L0 0 0 |_g
Hence F is independent of a1
dF  dF
Similarly 9P+ = db2 —
Hence F is independent of b: and bz also.
So F is dependent only on Xi, Xz, X3 Putai=0,b1=0,b2=0
1 1 1
X1 XZ XB
2 2 2
F= XX X 2 (X1 — X2) (X2 — X3) (Xs — X1).
x" n! 2
COS X cosE 4
2
sinx  sin* g d .
If f(x) = 2 , then find value of 9X" (f(x))x=0 (N€Z)
n
d (x™) nl 2
dx"
N n! n! 2
nm
(cosx) cos— 4 nm nm
x" 2 cos(X+—) cos— 4
g 2 2
n . . Nm
d - 0 (sinx) sin—= 8 sin(x+ %) sin™ g
" (f6) = = 2 2 I (nez)
n! n! 2
nm nn
COS— COS—
2 2
d" . nm . Nnm
. sin— sin— 8
& ({()x=0=! 2 2 =0
Xx x-1 x
-2x x+1 1
If x#1 1 X = axs + bx2 + cx + d. Find
0] d (i) a+b+c+d (iii) b

14 |
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Ans. (12) 0) -1 (i) -5 (iii) -4
21. Cramer's Rule: System of linear equations:
() Two variables
Let aix+biy+ci=0 & ax+hy+c2=0 then;
a _b 5
a2 b2 C2
= Given equations are inconsistent &
a _b _ o
a b, 2 Given equations are consistent
(i) Three variables
consider the system aix + by +ciz=ds
X + bzy + C2z = d2
asx + bay + Csz = ds
Then, D.x=Di, D.y=D2 D.z=Ds
a1 b1 C1 1 b‘l CT a1 d1 C1 a1 b1 d1
a2 b2 C2 dZ b2 CZ az d2 C?. a2 b2 d2
Where D:aa ba Cs .Dlzda bs Cs. D. = a, da Cy & Ds = a, ba ds
22. Consistency of a system of equations:
0] If D # 0 and alteast one of D1, D2, Ds # 0, then the given system of equations are consistent and
have unique non trivial solution.
(i) If D# 0 & D:=D2= Ds = 0, then the given system of equations are consistent and have trivial
solution only.
(iii) If D = D:= D2= Ds = 0, then the given system of equations have either infinite solutions or no
solution. (For 2 x 2 system, D=0=D1=D> s system has infinitely many solutions).
(iv) If D = 0 but atleast one of D1, D2, Ds is not zero then the equations are inconsistent and have no
solution.
All the cofactors of D,, D, and D,
are zero, then system
will have infinite solutions
Allzeros<
Cofactors of atleast one of D,, D, and D,
is non zero, then system will have
Cofactors of D no solution.
Atleast one non zero, then system
will have infinite solutions
23. Homogeneous system:
aix+by+ciz=0
axx +by+cz=0
asx + by +csz=0
(X, y, z) = (0, 0, 0) is always a solution of this system. This solution is called as the trivial solution
(or zero solution) of this system.
D0 = this system has only the trivial solution.
D=0 = this system has nontrivial solutions (infinitely many solutions).
24. Three equationin two variables:
If x andy are not zero, then condition for aixx + biy + c1=0; axx + by +c2=0 &

15 |

L 4



MATHEMATICS Matrices & Determinant

asx + bsy + c3 = 0 to be consistent inxandy is

a, b, ¢
aZ b2 C2

a; by c; =0.

Example # 17 : Find the nature of solution for the given system of equations.
X+2y+3z=1,2x+3y+4z2=3,3x+4y+52=0
12 3
2 3 4
Solution : LetD = 3459
apply C1 - C1—C2,Cz2 - C2—Cs
-1 -1 3
-1 -1 4
p=1"1 1520 p=o
1.2 3
3 3 4
Now, D1 = 045
C: - Ci—-C2
12 1
3 3 1
D, = 0 4 1
R:i - Ri—Rz2, Rz - R2—Rs
-2 -10
3 10
_10 4 1] _ _ .
D. = =5 D = 0 But D: # OHence no solution
Example #18: Solve the following system of equations
X+y+z=5, 2x+2y+2z=7,3x+3y+32=6
111
2 2 2
Solution : D= 333 =0
D:=0, D2=0, Dz=0
Letz=t X+y=5-t from equation (i)
2Xx+2y =7 -2t from equation (ii)
Since both the lines are parallel hence no value of x and y Hence there is no solution of the
given equation.
Example # 19 : Solve the following system of equations
X+y+z=2, 2x+2y+2z=4, 3x+3y+32=6
11 1
2 22
Solution : . D= 333 =0
D:=0, D2=0, Dz=0
All the cofactors of D, D1, D2 and Ds are all zeros, hence the system will have infinite solutions.
Let z=t,y=t= X=2-ti—t2
where ti, t € R.
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Example # 20 : Consider the following system of equations

Solution :

X+y+z=6, x+2y+3z=10, x+2y+Az=y
Find values of A and p if such that sets of equation have
() unique solution (i) infinite solution (iii) no solution
X+y+z=6
X+2y+3z=10
X+2y+Az=y
11 1
12 3

oo l1 22

Here for A = 3 second and third rows are identical hence D = 0 for A = 3.

6 1 1 1 6 1 6
10 2 3 110 3 12 10
D= 2 » D2 = 1w Ds = 12

fA=3thenD:i=D2=Ds=0 for p=10

() For unigue solution D # 0 ie. A#3
(i) For infinite solutions
D=0 = A=3 D:=D2=Ds:=0 = p = 10.
(iii) For no solution D=0 = A=3
Atleast one of D1, D2 or Ds is non zero = M #10.

Self practice problems :

(13)

(14)

(15)

(16)

Ans.

Solve the following system of equations
X+2y+3z=1

2x+3y+4z=2

3x+4y+52=3

Solve the following system of equations
X+2y+3z=0

2x+3y+4z=0

X-y—-z=0

Solve: (b+c)(y+z)—ax=b-c,(c+a)(z+x)-by=c—-a,(a+b)(x+y)-cz=a-b
where a+b+c#0.

Let2x +3y+4=0;3x+5y +6 =0, 2x2 + 6xy + 5y + 8x + 12y + 1 + t = O, if the system of
equations in x and y are consistent then find the value of t.
(13) x=1+t y = -2t z=t wheret € R
(14) x=0,y=0,z=0
c-b a-c¢ b-a
(15) X _a+b+c a+b+c 2 a+b+c

(16) t=7
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25. Application of determinants: Following examples of short hand writing large expressions are:

0] Area of a triangle whose vertices are (xr, y); r=1, 2, 3 is:
X oy 1
1% Y2 1
D= 2% ¥ 1 If D = 0 then the three points are collinear.
x vy 1
X, ¥, 1

(i) Equation of a straight line passing through (X1, y1) & (X2, y2) is Xz Yo 1 =0 ngXkA
(iii) The lines: aix + by +ci=0........ Q)

axx + b2y + c2 = 0........ (2)

asx + bsy +cs=0........ 3

a, b ¢
a, b, c,

. a, b, c
are concurrent if, 378 Wl =0,

Condition for the consistency of three simultaneous linear equations in 2 variables.

(iv) ax2+2hxy + by2+ 2gx + 2fy + ¢ = 0 represents a pair of straight lines if:
a h g
h b f

abc + 2fgh —af2-bg2-chz2=0= g fec

26. Singular & non singular matrix : A square matrix A is said to be singular or non-singular
according as |A| is zero or hon-zero respectively.

27. Cofactor matrix & adjoint matrix :
Let A = [aij]n be a square matrix. The matrix obtained by replacing each element of A by corresponding
cofactor is called as cofactor matrix of A, denoted as cofactor A. The transpose of cofactor matrix of A is
called as adjoint of A, denoted as adj A.
ie. if A = [aij]n then cofactor A = [cijjn when cij is the cofactor of aij V i & j.
Adj A = [di]n where dij=Cji Vi &].

28. Properties of cofactor AandadjA:
0) A . adjA=|A|In=(adj A) A where A = [aijn.

(ii) |adj A| = |A]n-1, where n is order of A.
In particular, for 3 x 3 matrix, |adj A| = |A|2

(iii) If A is a symmetric matrix, then adj A are also symmetric matrices.
(iv) If A is singular, then adj A is also singular.

Example # 21 : For a 3x3 skew-symmetric matrix A, show that adj A is a symmetric matrix.

0 a b ¢ —-bc ca
_a 0 ¢ -bc b* -ab
. 2
Solution : A= b < 0 cof A= ca -ab a

&—
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29.

adj A = (cof A)' = a which is symmetric.

Inverse of a matrix (reciprocal matrix) :
1

Let A be a non-singular matrix. Then the matrix
inverse of A) and is denoted by A-1.
We have We have A(adjA) = |A|In = (adjA) A

adj A is the multiplicative inverse of A (we call it

), e N

A |A] =Ih= IAl A, for A'is non-singular = A-1 = [Al adj A.

Remarks :

0] The necessary and sufficient condition for existence of inverse of A is that A is non-singular.
(i) A-1 is always non-singular.

(iii) If A =dia (a1, az2, ..... , ann) where aii # 0 V i, then A-1 = diag (a11-1, a22-1, ...., ann-1).

(iv) (A-1)" = (A")-1 for any non-singular matrix A. Also adj (A") = (adj A)".

(V) (A-1)-1= A if Ais non-singular.
1

(vi) Let k be a non-zero scalar & A be a non-singular matrix. Then (kA)-1= K A1,
1

wi)  JAal= Al forjar 2 0.

(viii)  Let A be a non-singular matrix. ThenAB=AC=>B=C & BA=CA=B=C.
(ix) A is non-singular and symmetric = A-1 is symmetric.

(x) (AB)-1 = B-1 A-1 if A and B are non- singular.

(xi) In general AB = 0 does not imply A =0 or B = 0. Butif A is non-singular and AB = 0, then B = 0.
Similarly B is non-singular and AB = 0 = A = 0. Therefore, AB = 0 = either both are singular or

one of them is 0.

Example # 22 : For two non-singular matrices A & B, show that adj (AB) = (adj B) (adj A)
Solution : We have (AB) (adj (AB)) = |AB| In=|A] |B| In

A1 (AB)(adj (AB)) = |A| |B| A1
1
[A]

= B adj (AB) = |B| adj A (- A= adj A)
= B-1B adj (AB) = |B|B-1adjA = adj (AB) = (adjB) (adj A)
30. Elementary row transformation of matrix :

The following operations on a matrix are called as elementary row transformations.
0) Interchanging two rows.
(i) Multiplications of all the elements of row by a nonzero scalar.
(iii) Addition of constant multiple of a row to another row.
Note : Similar to above we have elementary column transformations also.
Remarks:
Two matrices A & B are said to be equivalent if one is obtained from other using elementary
transformations. We write A = B.
Finding inverse using Elementry operations
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(@)

(b)

Example # 23 :

Solution :

Using row transformations :

If A'is a matrix such that A-1 exists, then to find A-1 using elementary row operations,

Step | : Write A=1A and

Step 11 : Apply a sequence of row operation on A = IA till we get, | = BA.

The matrix B will be inverse of A.

Note : In order to apply a sequence of elementary row operations on the matrix equation

X = AB, we will apply these row operations simultaneously on X and on the first matrix A of the
product AB on RHS.

Using column transformations :

If A is a matrix such that A-1 exists, then to find A-1 using elementary column operations,

Step | : Write A = Al and

Step 11 : Apply a sequence of column operations on A = Al till we get, | = AB.

The matrix B will be inverse of A.

Note : In order to apply a sequence of elementary column operations on the matrix equation

X = AB, we will apply these row operation simultaneously on X and on the second matrix B of
the product AB on RHS.

0 1 2
12 3
Obtain the inverse of the matrix A = 3 11 using elementary operations.
0 1 2 100
12 3 010
Write A= 1A, i.e., 3 11 = 001 A
1 2 3] 010
01 2 100
or 3 111001 A (applying R1 « R2)
1 2 3] [0 1 0
0o 1 2 1 0 O
or 0 -5 8] _10 -3 1], (applying R3 — R3—3R1)
1 0 1] [-2 1 0
0o 1 2 1 0 0
or 0 =5 BJ_L0 3 1], (applying R1 -~ R1—2R2)
1 0 -1 -2 1 0]
01 2 1 0 0
or 00 2]_15 =3 1], (applying Rs -~ R3 + 5R2)
-2 1 0
0 —1 1 0 O
01 215 31 :
or 00 1_lz2 2 2], (applying Rs — 2 Ra3)
1]
2 2 2
00 1 0 O
01 2 5 3 1
or 0 0 j_ 12 2 2] A (Applying R1 - R1 + R3)
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11
2 2 2
100 -4 3 -1
010 5 -3 1
or 00112 2 2 A (Applying R2 —» R2 — 2R3)
1]
2 2 2
-4 3 -1
L
Hence A-1:—2 2 2]

Self practice problems :

(17) If A is non-singular, show that adj (adj A) = |Aln-2 A.
(18) Prove that adj (A-1) = (adj A)-1.

(n-17°
(29) For any square matrix A, show that |adj (adj A) | =IAl .
(20) If A and B are non-singular matrices, show that (AB)-1 = B-1 A-1.

31. System of linear equations & matrices: Consider the system

ail X1+ awx2 + .......... + ainxn = b1
a2ixi+ a2 x2 + ... + azn Xn = b2
amixXi + am2x2 + .......... + amnXn = bn.
b1
8y B e a,, X, b,
- T - T, a,, X,
Let A=lBm 8np am ] x=1%]gp= b,

Then the above system can be expressed in the matrix form as AX = B.
The system is said to be consistent if it has atleast one solution.

32. System of linear equations and matrix inverse :
If the above system consist of n equations in n unknowns, then we have AX = B where A is a square

matrix.

Results :

0) If A is non-singular, solution is given by X = A-1B.

(i) If A is singular, (adj A) B = 0 and all the columns of A are not proportional, then the
system has infinitely many solutions.

(iii) If A is singular and (adj A) B # 0, then the system has no solution

(we say it is inconsistent).

33. Homogeneous system and matrix inverse:
If the above system is homogeneous, n equations in n unknowns, then in the matrix form itis AX =0O.

(- inthiscase b1 =b2=....... bn = 0), where A is a square matrix.

&—
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Results:
0]
(if)

Example # 24 : Solve the system

Solution : Let A=

If A is non-singular, the system has only the trivial solution (zero solution) X = 0

If A is singular, then the system has infinitely many solutions (including the trivial
solution) and hence it has non-trivial solutions.

X+y+z=6

X-y+z=2

2x+y-z=1 using matrix inverse.
11 1 X 6
1 -1 1 y 2
2 1 A o1z gg= L1

Then the system is AX = B.
|A] = 6. Hence A is non singular.

Cofactor A = 2

Example # 25 : Test the consistency of the system

1
1
1
2

Solution : A=

[AB] =

0 3 3
2 -3 1
0 -2
0 2 2
3 -3 0
adj A = 3 1 -2
2 o 13 1/3
1 1 3 —3 0 172 -1/2 0
A= | A adj A= 613 1 -2 112 16 -1/3
0 13 1/3]|6 X 1
1/2 12 0 2 y 2
X=A—1B=1!2 176 —1/3| |1 ie. z|_|3
= Xx=1y=2,z=3.
X—y+2z=1
x+ty+z=3
x—3y+3z=-1
2x+4y+2=8.  A|so find the solution, if any.
-1 2 1
1 1 3
-3 3 -1
4 1 x = LZ B= 8
1 -1 2 1 1 -1 2 1
1 1 1 3 0 2 1 2|R,>R,-R,
1 -3 3 1 0 -2 1 -2|R,—>R;-R,
2 4 1 8] _|0 6 -3 6|R,>R,-2R,
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RZ%%RZ
11 2 1 ) 10 3/2 2
0 1 -12 1] Re=2>-3R 0 1 -1/2 1|R, >R +R,
0 1 -1/2 1 1 00 0 O|R,>R,-R,
R,—»=- R,
o1 w21 6 _l0oo 0o 0/R, >R,-R,

This is in Echelon form.
p(AB) = 2 = p(A) < number of unknowns
Hence there are infinitely many solutions n —p = 1.

Hence we can take one of the variables any value and the rest in terms of it.
Let z = r, where r is any number.
Then x-y=1-2r

X+y=3-r =x= 2

[ 2+r rj
Solutions are (x,y, z) = 2 2 .
Self practice problems:

0 1 2

12 3
(21) A= S . Find the inverse of A using |A| and adj A.
(22) Find real values of A and p so that the following systems has

0] unique solution (ii) infinitely many solutions
(iii) No solution.
X+y+z=6
X+2y+3z=1
X+2y+Az=y
(23) Find A so that the following homogeneous system have a non zero solution
X+ 2y + 3z = AX
3X+y+2z=M\y
2X+3y+z=Az
1 4 5
2 2
1 3
2 2
41
Ans. (21)! 2 2 1 (22)()A#3, peR@A=3, u=1(i)A=3, u#1(23)A=6

34. Characteristic polynomial & characteristic equation:
Let A be a square matrix. Then the polynomial | A — XI | is called as characteristic polynomial of A & the
equation | A — xI'| = 0 is called as characteristic equation of A.
35. Cayley - Hamilton theorem:
Every square matrix A satisfies its characteristic equation
ie. aoXn+aiXn-1+.... + an-1x + an = 0 is the characteristic equation of A, then
aoAn + atAn-1+ ......... +an-1A+anl=0
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1. 2 0
2 10
i 0 0 1
Example #26: If A= , show that 5A-1 = A2 + A — 51
Solution : We have the characteristic equation of A.
[A=xI|=0
1-x 2 0
2 1-x 0
ie. 0 0 =xj_,
ie. X3+ x2—-5x-5=0.

Using Cayley - Hamilton theorem.

Az+A2—-5A-5I=0 => 5= A3+ A2—-5A
Multiplying by A-1, we get

SBA-1=A2+A-5I

24 |

L 4



